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Abstract
Deciding between options leading to rewards of different nature depends both upon our 
internal needs and upon the subjective value of available options. Because there is no single 
sense organ transducing all types of rewards, our brain may compare different goods using 
a “common reward currency,” allowing us to choose the option with the highest subjective 
value. Here, we analyze the neural substrates of different value-related signals involved when 
processing and deciding between rewards of different nature, such as prediction error, uncer-
tainty, subjective value of each option, goal, and decision value. Some of these value signals 
are computed even without choice, and all of them eventually influence the decision-making 
process. We review recent neuroimaging work investigating the neural substrates of these dif-
ferent value signals and present recent results showing how genetically-influenced variations 
in dopamine transmission also influence the response of the reward system in humans.

Key points
1.	 Electrophysiological and neuroimaging data show that prediction error is modu-

lated by several factors (probability, magnitude, delay) and is computed regardless of 
reward type.

2.	 Reward uncertainty and prediction error are computed in distinct brain networks, 
and several uncertainty signals co-exist in the brain.

3.	 Distinct value-based signals (distance between subjective value of different options, 
goal-value and decision-value) are computed in partially overlapping brain regions.

4.	 Primary and secondary rewards both activate a common brain network (“common 
neural currency”) and reveal a new functional organization of the orbitofrontal cor-
tex according to reward type (anterior obitofrontal cortex for secondary rewards and 
posterior orbitofrontal cortex for primary rewards).

5.	 Genetic variations in dopamine-related genes influence the response of the reward 
system and may contribute to individual differences in reward-seeking behavior and 
in predisposition to neuropsychiatric disorders.

6.1  Basic computations involved in decision making
When presented with several options, we need to assign subjective values to each of them 
to make a choice. Based on existing theoretical models of decision making, recent reviews 
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proposed a framework that decomposes value-based decision making into basic processes 
[1–3] (Fig. 6.1).

The first stage includes a representation of the current situation (or state), including 
the identification of internal state (e.g., hunger), external state (e.g., cold), and potential 
courses of actions (e.g., purchase food). Second, a valuation system needs to weigh avail-
able options in terms of reward and punishment, as well as cost and benefit. Third, the 
agent selects an action on the basis of this valuation. Finally, the chosen action may be re-
evaluated based on the actual outcome, eventually leading to update the other processes 
through learning to improve subsequent decisions. Although these processes may occur 
in parallel, this simplified framework is nonetheless useful to decompose basic computa-
tions performed by the brain.

It is still unclear whether there are separate valuation systems in the brain, but a 
number of studies distinguish between at least two systems: Pavlovian and instrumental 
conditioning. In Pavlovian (or classical) conditioning, subjects learn to predict outcomes 
without having the opportunity to act. In instrumental conditioning, animals learn to 
choose actions to obtain rewards and avoid punishments. Various strategies are possible, 
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Figure 6.1  (A) Choosing between options leading to rewards of different nature. Example of a simple 
choice in which the brain needs to weigh the probability of each option and the nature of potential 
rewards (here, erotic stimuli or fruit juice) according to internal needs (see paragraph 6.7 for description 
of fMRI experiment). (B) Basic computations involved in value-based decision making. Based on existing 
theoretical models of decision making, value-based decision making can be decomposed into basic proc-
esses. First, one recognizes the current situation (or state), including internal (e.g., hunger) and external 
states (e.g., cold), and potential courses of actions (e.g., purchase food). Second, a valuation system needs 
to weigh available options in terms of cost and benefit (reward/punishment). Third, action selection is 
implemented based on this valuation. Finally, the chosen action may be re-evaluated based on the actual 
outcome, leading to updating of the other processes through learning to improve subsequent decisions.
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such as optimizing the average rate of acquisition of rewards minus punishments or opti-
mizing the expected sum of future rewards, where outcomes received in the far future are 
discounted compared with outcomes received more immediately.

The focus of this chapter is to define different value signals that are used by the brain 
to make a decision and to review our current understanding of their possible neuronal 
implementation. The brain must perform multiple value computations to make decisions. 
Even without having to decide between options leading to different rewards, the brain 
computes a prediction of the value of potential outcomes and compares this prediction 
with the actual outcome (prediction error signal). This expected value and the reward 
prediction error signal are modulated by a number of factors, such as the magnitude and 
probability of reward, the timing uncertainty of the reward delivery, and the delay period 
between the cue associated with the reward and the outcome delivery. Each of these fac-
tors also influence the computation of signals necessary to make a decision, such as goal 
values, decision values, subjective distance between available options, subjective value of 
the chosen option, and choice uncertainty.

Below, we review the recent literature on the neural substrates of these different value 
signals and discuss our own results, showing their contributions to decision making 
between rewards of different nature or between costly options.

6.2  Computing reward prediction error

6.2.1  Animal electrophysiology on prediction error

Prediction errors measure deviations from previous reward expectations. Thus, predic-
tion error can be either positive (when the reward delivered is better than expected) or 
negative (less or no reward delivered at the expected time) [96, 97]. Prediction errors 
are used to learn the value of states of the world and are critical for learning how to 
make better choices in the future. Electrophysiological studies in monkeys indicate that 
dopaminergic neurons code such a prediction error signal in a transient fashion. This 
signal may be sent to the striatum and prefrontal cortex to influence reward-dependent 
learning [4–6].

In classical conditioning experiments, where an association has to be learnt between a 
visual predictor (conditioned stimulus) and a rewarding outcome (unconditioned stimu-
lus), each of the factors mentioned before (magnitude, probability, timing uncertainty, 
and delay) influences the phasic prediction signal occurring at the time of the condi-
tioned stimuli. That is, the phasic response of dopamine neurons to the conditioned stim-
uli monotonically increases with probability and magnitude [7] and decreases with the 
reward delay in temporal discounting paradigms, both in Pavlovian conditioning [8] (see 
Chapter 2) and in intertemporal choice [9]. Moreover, at the time of the outcome, the 
response of dopamine neurons increases with reward delay and magnitude and decreases 
with increasing reward probability [8,10]. However, the magnitude of activation or sup-
pression of dopaminergic neurons response appears to be identical for different magni-
tudes that are delivered with maximal uncertainty (P  0.5), despite the fact that the 
absolute difference between actual and expected volume magnitude varied over a large 
range [7]. Thus, the responses of dopamine neurons do not appear to scale according to 
the absolute difference between actual and expected reward. Rather, the sensitivity of the 
neural responses appears to adapt according to the discrepancy in magnitude between 
two potential outcomes. Taken together, these results suggest that the dopamine response 
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reflects the subjective value of the reward and may be sent to a number of neural struc-
tures involved in computing value-based signals involved in decision making.

In rodents, recent results also indicate that midbrain dopamine neurons encode deci-
sions for future action [11], as well as the most valuable option in choice situations 
(reward of shorter delay or larger magnitude), consistently with their proposed role in 
coding the value of the chosen option post-choice [9]. In this experiment, rats could 
choose to respond for either a high-value or a low-value reward, and dopamine neurons 
response reflected the value of the best possible option, independent of which was ulti-
mately selected.

Of particular importance for understanding the functional properties of dopaminer-
gic neurons are two recent findings concerning the roles of the lateral habenula and the 
globus pallidus (internal segment) in the reward circuitry. the lateral habenula, which 
provides a key source of input to dopaminergic neurons [12] may suppress the activity 
of dopamine neurons, inducing pauses in the burst firing of dopamine cells that might 
be responsible for their negative prediction errors. Lateral habenula neurons respond 
to conditioned stimuli associated with the absence of reward or the presence of punish-
ment and to punishment itself. They are also inhibited by rewarding outcomes, especially 
when these are less predictable [13]. Thus, the lateral habenula may control both reward-
seeking (associated with the dopaminergic system) and punishment-avoidance behavior 
(associated with the serotoninergic system), through its projections to these two sys-
tems. Moreover, globus pallidus cells may drive the reward-negative responses of lateral 
habenula neurons [14]. These results help to understand the functional neuroanatomy 
underlying the response of dopaminergic neurons.

6.2.2  Human neuroimaging studies on prediction error

Recent human neuroimaging studies have investigated the neural correlates of the predic-
tion error signal. A number of these studies suggest that activity in the ventral striatum 
and the prefrontal cortex correlates with prediction errors related to stimulus–response 
associations or rewards of different types, such as faces, money, or juice [15–21]. When 
examining the influence of reward magnitude during reward anticipation and at the time 
of rewarded outcome, increased activity has been observed in several brain regions, partic-
ularly in the ventral striatum. For example, increased ventral striatal activation was found 
with increasing magnitude of anticipated gains but not losses [22,23]. Several studies also 
investigated the influence of reward probability on brain activation. Some gambling 
studies found that ventral striatal activity increased with reward probability [19,24,25] 
while a cued reaction time study failed to find ventral striatal activation as a function of 
increasing probability [23]. In some of these studies, a region of the medial prefrontal 
cortex also showed increasing activation during anticipation of rewards with increasing 
probability [23,25]. 

In a recent monetary fMRI study using slot machines varying known reward probabil-
ity and magnitude, we could distinguish between transient and sustained signals using 
a fixed long anticipatory period [20]. We found that the midbrain was activated both 
transiently with the prediction error signal and in a sustained fashion with reward uncer-
tainty (see section 6.3). Moreover, distinct activity dynamics were observed in post-synap-
tic midbrain projection sites: the prefrontal cortex responded to the transient prediction 
error signal while the ventral striatum covaried with the sustained reward uncertainty 
signal (Fig. 6.2).
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The frontal network we observed both at the time of the cue and at the time of the 
outcome was specifically involved with the reward prediction error signal because it was 
not significantly activated by reward uncertainty during the delay, and was significantly 
more activated in association with these phasically-modeled responses than in associa-
tion with a sustained-modeled response related to reward uncertainty during the delay 
period. Our results extend previous fMRI reports that the dorsolateral prefrontal cortex, 
inferior frontal gyrus, and orbitofrontal cortex activity correlates with a prediction error 
signal related to abstract stimulus–response associations or taste reward, although some 
of these studies focused more on ventral striatal activity [15–21]. The lateral prefrontal 
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Figure 6.2  (A) Transient and sustained midbrain activities. Location of transient midbrain responses 
covarying with the error prediction signal at the cue S1 (left) and at the rewarded outcome S2 
(right). Consistent with electrophysiological recordings [10], the human midbrain region was tran-
siently activated with higher reward probability at the cue S1 and with lower reward probabil-
ity at the rewarded outcome S2. Moreover, the midbrain region showed higher sustained activity 
with reward uncertainty during the delay [20]. (B) Location of transient midbrain and prefrontal 
responses covarying with the error prediction signal at the cue S1 (Left) and at the rewarded out-
come S2 (right). Middle: location of sustained bilateral ventral striatum activites covarying with the 
reward uncertainty signal during the delay period.
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cortex may generate the reward prediction because neurons from this brain region repre-
sent predictions about expected rewards according to the context [26,27].

In two recent fMRI studies, we then investigated how prediction error is modulated 
not only by reward probability and magnitude but also by reward type (money, fruit 
juice, and erotic stimuli) and by reinforcement nature (reward versus punishment). In a 
first study, we explicitly informed subjects on subsequent reward type (erotic stimuli or 
monetary reward), probability, and intensity. We found that activity in the ventral stria-
tum not only correlated with reward magnitude for both monetary and erotic rewards, 
but also with reward prediction error regardless of reward nature (primary or secondary 
reinforcers) [28] (see Fig. 6.6).

In another fMRI study, we used temporal difference modeling during a classical con-
ditioning learning paradigm. This study investigated prediction error related to different 
types of reinforcement nature and also compared prediction error for rewards and pun-
ishments [29]. Previous fMRI studies using models of reinforcement learning have shown 
that distinct components of the reward system have a response profile consistent with the 
temporal difference prediction error signal. However, it was still unclear whether: (1) the 
reward system discriminates between prediction errors related to reward and punishment 
or (2) common and distinct brain regions code prediction errors related to different types 
of outcome. To address these questions, we used a 2  2 fMRI factorial design crossing 
the valence (reward and punishment) and the type (taste and vision) of outcomes. subjects 
were engaged in a Pavlovian conditioning procedure with four conditions (apple juice, 
salty water, money, and aversive picture), each with a 50% reinforcement schedule. Trials 
consisted in two phases: an anticipatory period followed by presentation of the outcome. 
The results showed that the putamen, the insula, and the anterior cingulate cortex (ACC) 
code the taste prediction error regardless of valence, that is, respond for both the appeti-
tive and the aversive liquids (juice and salty water). A different pattern of activation was 
observed in the amygdala, which coded a prediction error only for the primary/immediate 
reinforcers (apple juice, salty water, and aversive pictures). Finally, the lateral and medial 
orbitofrontal cortex differentially coded the prediction error for different types of primary 
reinforcers (liquid versus aversive picture). Indeed, the Blood-oxygen-level (BOLD) activ-
ity in the orbitofrontal cortex correlated positively with the prediction error signal for 
the aversive picture condition and correlated negatively with the prediction error signal 
for the apple juice and salty water conditions. Taken together, these results demonstrate 
the different contributions made by distinct brain regions in computing prediction error 
depending upon the type and valence of the reinforcement (Fig. 6.3).

Finally, a recent approach proposed that temporal-difference signals are not the only 
learning signals encoded in the brain, in particular when needing to compute the dif-
ference between experienced outcomes and outcomes that could have been experienced 
if decisions had been different (that is a learning signal associated with the actions not 
taken, i.e., a fictive learning signal) [30]. The authors used a sequential investment task 
in which after each decision, information was revealed to the subject, regarding whether 
higher or lower investments would have been a better choice. The natural learning signal 
for criticizing each choice was the difference between the best return that could have 
been obtained and the actual gain or loss—that is, the fictive error. Behaviorally, the fic-
tive error was found to be an important determinant for the next investment. The fictive 
error signal was associated with increasing BOLD response in the ventral caudate nucleus 
that was not explained by the temporal difference error signal. This fictive error signals 
may help us to understand the specific roles played by a number of brain regions when 
making decisions that are subsequently compared to an alternative outcome or decision 
(counterfactual effect) (see also Chapter 20).
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Figure 6.3  (A) The putamen, the insula, and the ACC code taste prediction error regardless of 
valence, that is, for both the appetitive and the aversive liquids (juice and salty water). (B) The lat-
eral and medial orbitofrontal cortices differentially code the prediction error for different types of 
primary reinforcers (liquid versus aversive picture). BOLD activity in the orbitofrontal cortex cor-
related positively with the prediction error signal for the aversive picture condition and correlated 
negatively with the prediction error signal for the apple juice and salty water conditions. (C) The 
amygdala coded a prediction error only for primary/immediate reinforcers (apple juice, salty water, 
and aversive pictures). Thus, distinct brain regions compute prediction errors depending upon the 
type and valence of the reinforcement [29].

6.3  Computing various uncertainty signals in the brain
We have seen that the prediction error and expected value are crucial signals coded in a 
number of brain regions, including midbrain dopaminergic neurons and their projection 
sites. However, recent electrophysiological studies in monkeys indicate that dopaminergic 
neurons not only code a transient reward prediction error signal but also a sustained signal 
covarying with reward uncertainty (i.e., reward probability  0.5) that may be function-
ally important for risk-seeking behavior and/or exploratory behavior [10]. Until recently, 
it was unknown whether these two modes of activity could also be observed in humans 
and whether they could be distinguished by post-synaptic dopaminergic projection sites. 
Using functional neuroimaging, we have successfully distinguished transient and sustained 
dynamics of the dopaminergic system in healthy young humans using a new reward task 
based on the monkey electrophysiology study, which systematically varied monetary 
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reward probability and magnitude in the absence of choice [20]. The results showed that 
the human dopaminergic midbrain exhibits similar activity dynamics than midbrain from 
non-human primates. Moreover, specific dopaminergic projection sites were activated: (a) 
the ventral striatum, during anticipation of rewards with maximal uncertainty (reward 
probability  0.5), (b) the prefrontal cortex and ACCs at the time of the outcome, corre-
lating with a transient prediction error signal coding the difference between expected and 
obtained rewards (Fig. 6.2). These results indicate that specific functional brain networks 
subserve the coding of sustained and transient aspects of reward information in humans. 
These results are important because they support a unified cross-species view in which 
dopaminergic neurons obey common basic principles of neural computation and provide 
important new insights into human reward information processing.

It has been proposed that gambling, with its intrinsic reward uncertainty characteris-
tics, has reinforcing properties that may share common mechanisms with addictive drugs 
[10]. Our results also offers an account for previous reports of human ventral striatum 
activation during anticipation of monetary and taste rewards for coding, at least in part, 
the expectation of reward information [22,31,32]. This signal could gain access to stri-
atal neurons through ascending dopamine fibers as well as structures implicated in the 
evaluation of the motivational significance of stimuli, especially the amygdala and the 
orbitofrontal cortex.

Our finding of two networks covarying with different reward information signals may 
indicate that dopaminergic projection sites can distinguish between the two signals. It 
is also possible that these targets show independent transient (prefrontal cortex) and 
sustained (ventral striatum) activities related to the two signals and/or that they help 
to shape dopaminergic neuronal activity by differentially modulating their phasic and 
sustained modes of firing, which occur independently in individuals neurons [10]. This 
latter hypothesis is supported by anatomical observations that different populations of 
dopaminergic neurons are innervated predominantly by the target areas to which they 
project, or by the regions that, in functional terms, are the most closely linked to the 
target areas [33]. For example, in rodents, dopaminergic neurons projecting to the pre-
frontal cortex receive direct reciprocal inputs from this brain region, but not from the 
striatum, while dopaminergic neurons projecting to the striatum receive afferents from 
that brain region, but not from the prefrontal cortex, thereby forming two projection 
systems [33]. This suggests a general principle for midbrain dopaminergic neuronal affer-
ents regulation, the prefrontal cortex and the striatum being responsible for regulating 
and controlling different modes of dopaminergic neuronal firing.

Another study involving choice behavior investigated the neural correlates of risk, 
modeled as outcome variance (risk being maximal at 50% probability) found increased 
activation in the insula, lateral orbitofrontal cortex, and midbrain [24] (see also Chapter 
22). Insula activity also correlated with uncertainty in other paradigms involving money 
and non-monetary stimuli [34,35].

The discrepancy between the different findings of the ventral striatum coding either 
prediction error or reward uncertainty may be due to several factors. First, most fMRI 
studies investigating prediction signal used temporal-difference modeling in the con-
text of learning paradigms. In contrast, in our early monetary reward fMRI paradigm 
[20], there was no learning of cue–outcome associations. So, the putamen activation we 
observed during anticipation with maximal uncertainty cannot be attributed to a learn-
ing effect. Second, one limitation of most fMRI studies varying reward probability is that 
they could not clearly separate the transient and sustained signals because the delay dura-
tion between the conditioned stimulus and the outcome was either too short or randomly 



Decomposing brain signals involved in value-based decision making� 145

Author’s personal copy
jittered (which is a problem since transient dopaminergic responses are known to depend 
upon timing uncertainty) [19,24]. To address this problem, we have recently used intra-
cranial recordings in humans to investigate the neural coding of prediction error and 
uncertainty with a more precise temporal definition (see Fig. 6.4) [36,37].

Although hippocampal–midbrain functional interactions are well documented and the 
hippocampus receives reward-related information not only from midbrain dopaminergic 
neurons but also from other components of the reward system, such as the amygdala 
and orbitofrontal cortex [38], it was still unknown whether it codes statistical properties 
of reward information, such as prediction error or reward uncertainty. To answer this 
question, we recorded hippocampal activity in epileptic patients implanted with depth 
electrodes while they learned to associate cues of slot machines with various monetary 
reward probabilities (P) (unlike our early fMRI monetary reward paradigm in which 
probability were explicitly given to the subjects) [37] (Fig. 6.4).
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Figure 6.4  (Top) Location of intracranial electrode contacts. Coronal MRI slices from the three sub-
jects showing the location of the intracranial electrode contacts in the hippocampus. The contacts 
in the hippocampus yielding the largest potentials are shown in bold square. (Bottom) Uncertainty 
coding in the human hippocampus. Hippocampal ERP amplitudes code uncertainty at the outcome, 
regardless of winning or not. Mean peak ERP amplitudes averaged across subjects at the outcome, 
as a function of reward probability, both for rewarded and for unrewarded trials [37].
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Subjects estimated the reward probability of five types of slot machines that varied 
with respect to monetary reward probabilities P (0 to 1) and that could be discrimi-
nated by specific fractal images on top of them. Trials were self-paced and were com-
posed of four distinct phases: (1) Slot machine presentation (S1): subjects pressed one of 
two response keys to estimate whether the slot machine frequently delivered 20a or not, 
based on the outcomes of all the past trials; (2) Delay period (1.5 s): subject’s key press 
triggered three spinners to roll around and to successively stop every 0.5 s during 0.5 s; 
(3) Outcome S2 (lasting 0.5 a): the third spinner stopped and revealed the trial outcome 
(i.e., fully informing the subject on subsequent reward or no-reward delivery). Only two 
configurations were possible at the time the third spinner stopped: “bar, bar, seven” (no 
reward) or “bar, bar, bar” (rewarded trial); (4) Reward/No-reward delivery (1 s): picture 
of 20a bill or rectangle with 0a written inside.

The results showed that the amplitudes of hippocampal negative event related poten-
tials (ERP), co-varied with uncertainty at the outcome, being maximal for P  0.5 and 
minimal for P  0 and P  1, regardless of winning or not (Figure 6.4). This inverted 
U-shape relationship is typical of uncertainty coding and is incompatible with predic-
tion error, novelty, or surprise coding, which would have predicted a negative monotonic 
correlation between ERP amplitudes and increasing reward probability [10,20]. This 
uncertainty coding of cue–outcome associations by the hippocampus may constitute a 
fundamental mechanism underlying the role of this brain region in a number of func-
tions, including attention-based learning, associative learning, probabilistic classification, 
and binding of stimulus elements, that until now, have received no unified explanation 
concerning the underlying information processing performed by the hippocampus to 
achieve them. We propose that the uncertainty coding of cue-outcome associations may 
constitute the general computational mechanism used by the hippocampus to achieve 
these different functions. The transient uncertainty signal emitted by the hippocampus 
at the outcome may play a complementary role to the sustained uncertainty signal emit-
ted by midbrain dopaminergic neurons during the delay period between the cue and the 
outcome. This finding constitutes a major advance in the knowledge of the functional 
properties of the human hippocampus and has crucial implications for understanding 
the basic neural mechanisms used by the brain to extract structural relationships from 
the environment. It is clear that an ubiquitous coding of uncertainty exists in the human 
brain, particularly in the midbrain, ventral striatum, insula, ACC, and orbitofrontal cor-
tex [20,24,39–41] and the present study revealed that the hippocampus also participates 
to uncertainty processing. Future studies are needed to pinpoint the specific roles and 
time course of each structure in computing uncertainty in different contexts.

6.4  �Discounting the value of costly options in delay and 
effort discounting studies

When deciding to engage in a given action, our choice is guided both by the prospect of 
reward and by the costs that this action entails. Psychological and economic studies have 
shown that outcome values are discounted with longer delays, an effect known as temporal 
discounting. A recent electrophysiological study demonstrated that when monkeys choose 
between sooner smaller available rewards and later larger rewards, the longer the delay of 
the later larger reward, the less firing of dopaminergic neurons at the time of the condi-
tioned stimuli [8] (see also Chapter 2). Moreover, this reduction in firing rate followed a 
hyperbolic decay function similar to that observed in choice behavior. In addition, dopamine 
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responses increased with longer delays at the time of the delayed larger reward delivery, 
interpreted as reflecting temporal uncertainty and partial learning. These fundamental 
results establish that dopamine responses reflect the subjective reward value discounted by 
delay and may provide useful inputs to neural structures involved in intertemporal choices.

Recent fMRI findings on delay-discounting support two opposite theories. According 
to the first set of experiments, there may be two separate systems in the brain: a limbic 
system computing the value of rewards delivered immediately or in the near future based 
on a small discount factor, and a cortical system computing the value of distant rewards 
based on a high discount factor [17,42–45]. Discounting would result from the interac-
tion of these two systems associated with different value-signals. According to the second 
theory, based on a recent fMRI study, there would be a single valuation system simply 
discounting future rewards [46]. One way to conciliate these apparent opposite views is 
that the striato-prefrontal network might integrate information that is encoded elsewhere 
in the brain into a single value signal, but that immediate and delayed outcomes activate 
different types of information that are used to compute the reward value [3]. One further 
recent finding is that the orbitofrontal cortex may separate the representation of the tem-
poral discount factor applied to distant rewards from the representation of the magnitude 
of the reward, suggesting that these quantities may be integrated elsewhere in the brain.

Although a few neuroimaging studies start to shed some light on the neural substrates 
involved in processing subjective value during delay discounting, virtually nothing is 
known about how effort is discounted in humans. Animal studies demonstrated that the 
ACC, the ventral striatum, and the orbitofrontal cortex make specific contributions to 
decision when costly options involve an effort or a delay [47,48]. However, in humans, it 
is unclear whether there are dissociable pathways underlying different types of costs such 
as effort and delay to reward. In order to answer this question, we designed a delay/effort 
discounting task involving primary rewards (visual erotic stimuli) [49]. Heterosexual men 
were scanned in an event-related fMRI paradigm while performing the task. On every 
trial, an incentive cue (fuzzy pictures of naked women) briefly appeared on a screen and 
was followed by the instruction (delay or effort), together with a thermometer indicating 
the level of delay or effort. Depending on the incentive cue and the proposed cost level, 
subjects decided whether to invest in the proposed effort (respectively to tolerate the 
proposed delay) to view the erotic image in clear for 3 s or to perform a minimal effort 
(respectively to wait for only 1.5 s) to view it for 1 s only. Then, subjects either waited 
passively in the delay condition (range: 1.5–9 s) or squeezed a hand-grip in the effort con-
dition. We found that choices of the costly option depended upon the subjective value of 
incentive cues, as indexed by post-scan ratings of these cues, and upon the required level 
of delay and effort. Thus, decision makers combined two types of information about the 
benefit (incentive) and cost (level of delay or effort) associated with each option. When 
investigating the brain regions involved when choosing the costly option regardless of the 
nature of the cost (delay and effort), we observed stronger activity in the medial anterior 
prefrontal cortex and in the ventral striatum. These results indicate that choosing the 
costly option for both types of cost activates common brain regions associated with sub-
jective value coding.

6.5  The concept of common neural currency
As noted previously, our behavior is motivated by rewards of different nature among 
which we frequently need to choose. Because there is no single-sense organ transducing 
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rewards of different types, our brain must integrate and compare them to choose the 
options with the highest subjective value. It has been proposed that the brain may use a 
“common reward currency” that can be used as a common scale to value diverse behav-
ioral acts and sensory stimuli [1]. The need for this common currency arises from the 
variety of choice we face in our daily life. 

Recent behavioral studies in monkeys showed that monkeys differentially value the 
opportunity to acquire visual information about particular classes of social images. Male 
rhesus macaques sacrificed fluid for the opportunity to view female perinea and faces 
of high-status monkeys, but required fluid overpayment to view the faces of low-status 
monkeys. This work uses a behavioral method to quantify how non-human primates are 
likely to weigh one type of reward against another [50]. In humans, looking at other 
people can also be described as rewarding, and that the opportunity to view pictures of 
the opposite sex is discounted by delay to viewing, substitutes for money, and reinforces 
work [51]. Attributing value to available options is impaired by orbitofrontal cortex 
lesion; recent electrophysiological results indicate that some neurons in the orbitofrontal 
cortex encode the values of offered and chosen goods [52]. Moreover, when a monkey is 
offered one raisin versus one piece of apple, neurons in the orbitofrontal cortex encode 
the value of the two goods independently of visuospatial factors and motor responses 
(contrary to other brain areas in which value modulates activity related to sensory or 
motor processes). These results make an essential distinction between choosing between 
goods and choosing between actions. In addition, a classical and general question is how 
the neuronal representation of value depends upon behavioral context. Although some 
authors have proposed that the encoded value in the orbitofrontal cortex is relative [53], 
recent work suggests that neuronal responses in the orbitofrontal cortex are typically 
invariant for changes of menu—that is, orbitofrontal neuronal response to one particular 
good usually does not depend on which other goods are available at the same time [54]. 
These authors proposed that orbitofrontal neuronal activity encodes economic value 
rather than relative preference.

Because of the properties mentioned previously, the orbitofrontal cortex is likely to be 
an important brain structure involved in the comparison between different types of goods. 
However, all the electrophysiological and brain imaging studies published so far compared 
choices between goods of identical nature (e.g., only food items). Yet, based on the “com-
mon currency” concept, there should be a common brain network coding for different types 
of goods. Many fMRI studies are consistent with this idea, because common brain struc-
tures are involved in reward processing, regardless of reward nature. For example, increased 
midbrain, ventral striatum, and orbitofrontal activities have been observed with different 
types of rewards, such as monetary gains [19,20,55], pleasant taste [17,18,56], visual erotic 
stimuli [57,58], beautiful faces [21,59], drugs such as cocaine [60,61] as well as pain relief 
[62–64]. However, all these neuroimaging studies only investigated one reinforcer at a time 
and did not compare any two of these reinforcers directly. This was precisely the goal of a 
recent fMRI study that we performed to compare the common and distinct brain networks 
involved in processing primary and secondary rewards [28] (see section 6.6).

6.6  �Common and distinct brain regions involved in 
processing primary and secondary rewards

Humans are motivated by a wide range of vegetative rewards (such as food and sex) and 
nonvegetative rewards (such as money, power, fame, and so on). However, it is unclear 
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whether different types of reinforcers recruit distinct or common neural circuits. In a 
recent study [28], we compared brain activations to monetary gains and erotic pictures 
in an incentive delay task. Despite their critical sociobiological importance, visual sexual 
stimuli have never been studied as reinforcers, but rather as arousing stimuli in passive 
viewing paradigms focusing on sexual function. They can be considered as “primary  
rewards,” in the sense that they have an innate value and satisfy biological needs. 
Conversely, money is defined as a “secondary reward,” because its value is more abstract 
and needs to be learned by association with primary rewards.

We hypothesized that monetary and erotic outcomes would activate both shared and 
distinct cerebral networks. Based on recent fMRI studies, we hypothesized that core com-
ponents of the reward system, such as the midbrain, ventral striatum, and ACC, would 
form the core of the shared network (“common currency” network). We also hypothe-
sized a functional dissociation within the orbitofrontal cortex based on a meta-analysis of 
neuroimaging studies involving different types of rewards. This meta-analysis proposed a 
postero-anterior dissociation in the orbitofrontal cortex, with more complex or abstract 
reinforcers being represented more anteriorly than less complex reinforcers [65]. That  
is, we expected erotic rewards to activate more robustly the posterior part of the orbitof-
rontal cortex, while the more anterior part of this brain region would be more engaged 
by secondary rewards. In addition, a crucial question was to know whether the neural 
correlates of prediction error and expected value could be identified for visual erotic 
stimuli, which cannot be ascribed an objective value (unlike the amount of monetary 
reward).

To test our hypotheses, we designed an fMRI experiment comparing brain responses to 
monetary and visually erotic rewards. Young heterosexual males performed a new event-
related fMRI paradigm varying reward nature (money versus erotic stimuli), reward 
probability, and reward intensity. The structure of each trial was as follows. During 
anticipation, a cue carried information about the type (monetary or erotic), the probabil-
ity (0.25, 0.50, or 0.75) and the intensity (high or low) of the upcoming reward. Subjects 
then had to perform a simple discrimination task by pressing a specified response button 
for a visual target. At the time of the outcome, they were presented either with “scram-
bled” pictures (no reward), erotic images, or a picture of a safe indicating an amount of 
money. At that time, they also had to rate the reward value (of money or erotic stimuli) 
on a continuous scale.

At the time of outcome, robust BOLD signal was observed for both rewards in a brain 
circuit including the striatum, the ACC, the midbrain, and the anterior insula. These 
regions showed a parametric response with the hedonic value, consistent with the idea 
of a “common neural currency.” Moreover, as expected, an antero-posterior dissociation 
was observed in the lateral orbitofrontal cortex at the time of reward outcome, monetary 
gains being specifically represented in the anterior part of the orbitofrontal cortex while 
erotic pictures eliciting activation in its posterior part. This result is important because it 
identifies a new functional division within the orbitofrontal cortex, with more recent cor-
tical circuits supporting symbolic representation of goods and evolutionary more ancient 
orbitofrontal region representing subjective value of primary reward (Fig. 6.5).

Another key finding of this study is that prediction error was computed in similar 
brain regions for monetary and for erotic rewards (Fig. 6.6). Prediction error was defined 
as the absolute difference between the outcome value and the prediction, where the out-
come value was measured by the hedonic ratings and the prediction by the product of 
expected reward intensity by probability. Brain activity in the ventral striatum, anterior 
insula, and ACC was shown to positively correlate with prediction error, suggesting that 
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prediction error signals might be essentially computed in the brain regions commonly 
activated by both rewards. These results extend the concept of prediction error to erotic 
rewards and expand our understanding of reward functions by showing that a common 
brain network is activated by non-vegetative and vegetative rewards and that distinct 
orbitofrontal regions respond differentially to various kinds of rewards.

These results are interesting when considering a recent fMRI study suggesting that there 
may be a single valuation system that discounts future rewards [46]. Another fMRI study 
supports the idea of a “common neural currency” for two types of rewards [66]. This 
study showed that the acquisition of one’s good reputation robustly activated reward-
related brain areas, such as the striatum, and that these areas overlapped with those  

Figure 6.5  Antero-posterior dissociation within the orbitofrontal cortex according to reward 
nature. The anterior orbitofrontal cortex codes secondary reward (money) while the posterior and 
medial orbitofrontal cortex code primary reward (erotic stimuli). Brain regions specifically activated 
by monetary rewards outcomes are shown in blue-green, and those specifically activated by erotic 
rewards are shown in red-yellow. Mean percent signal change shows an interaction between reward 
type and orbitofrontal cortex (OFC) region in both the left and right sides of the brain. Functional 
maps are overlaid on axial slices of an average anatomical scan of all subjects and are significant at 
P  0.05 family-wise error (FWE) corrected for multiple comparisons. Asterisks in the bar graphs 
denote significance of paired comparisons (***P  0.001; **P  0.01; NS, non-significant). Error 
bars indicate standard error to the mean (SEM) [28]. See Plate 4 of Color Plate section.
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activated by monetary rewards. In summary, recent advances in monkey electrophysiology  
(see Part One of this book) and in functional neuroimaging suggest that individuals 
use some of the same circuits to process money and other types of rewards, even in the 
absence of choice between them.

6.7  �Distinguishing two brain systems involved in choosing 
between different types of rewards

Because the concept of “common currency” involves the notion of comparison between 
different types of goods, we have also recently characterized distinct value-based signals 
involved when choosing between different types of rewards [67]. One signal reflects the 
computation of the distance between the subjective values of each option. Another one 
codes the subjective value of the chosen option, while a third elementary signal involved 
in motivated choice codes choice uncertainty (maximal at the point of subjective equiva-
lence between the two options).

 young heterosexual males, drink-deprived for 12 h, were scanned in a new fMRI para-
digm while choosing between two gambles, one rewarded by a very small amount of fruit 
juice (0.5 ml) and the other by visual erotic stimuli (pictures of naked women) (Fig. 6.1A). 
participants experienced both types of primary rewards directly inside the scanner. For each 
trial, two pie charts indicated the reward probabilities, varying independently (e.g., P  0.75 
juice versus P  0.5 erotic stimulus) (Fig. 6.7.A). One important aspect of the task is that 
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Figure 6.6  Brain regions responding parametrically with prediction error. Functional maps showing 
brain regions where BOLD response positively correlates with a measure of prediction error at the time  
of monetary reward (top) and erotic outcomes (bottom). Prediction error is computed as Rating – 
(Probability  Expected intensity). Results are overlaid on an average anatomical scan of all subjects  
and survived a voxel-level threshold of P  0.001 uncorrected for multiple comparisons [28].
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the magnitude of the reward was kept constant. Therefore, choices were made on the basis 
of preference for a type of reward and on the basis of reward probability.

We first estimated the preference of each participant for fruit juice over an erotic pic-
ture and expressed it as an equivalent offer by fitting, for each participant, a logistic  
model of the probability of choice that included the probability of being rewarded by 
the fruit juice, the erotic picture, and the trial number as explanatory variables. This 
last variable accounted for a possible drift of the preference during the experiment and 
was included in the model as a control. The preference was computed as the ratio of 
the parameter estimates for the picture and drink. Then, the subjective distance between 
options for each offer was computed as the difference between the subjective value of the 
juice option and the subjective value of the erotic picture option.

Behavioral results indicated that participants had heterogeneous preferences, some pre-
ferring juice over pictures, others pictures over juice. Response times increased linearly 
with choice uncertainty, indicating that the decision process slows down as the subjec-
tive distance between options decreases and as it becomes harder to discriminate which 
option is the best. Conversely, response times decreased as the subjective value of the cho-
sen option increased, reflecting higher motivation for the favored choice. Moreover, the  
proportion of choice of a given option varied as a sigmoidal function of the distance between  
the subjective values of each option, showing that probability of choice is effectively mod
ulated by the difference between subjective values of the available options (Fig. 6.7.B).

The brain imaging results revealed that, with increasing difference between subjective 
values, activity increased in the medial anterior and lateral parts of the orbitofrontal cor-
tex and the midbrain, reflecting computation of the distance between options in a “com-
mon currency” space (Fig. 6.7.D). The same orbitofrontal regions coding the subjective 
distance between options at the time of decision also coded the subjective value of the 
chosen option. At the time of the rewarded outcome, the error prediction signal varied in 
the same direction as the subjective difference between options: it decreased when juice 
was delivered as compared to when it was not delivered, and it increased when a picture 
was delivered relative to when it was not (Fig. 6.7.E). 

Moreover, brain regions coding choice uncertainty involved the ACC, the bilateral 
anterior insula and the inferior frontal gyri. This activity is likely to reflect the slowing 
down of the decision process observed behaviorally. Importantly, BOLD activity in the 
orbitofrontal cortex did not correlate with choice uncertainty, even when lowering the 
statistical threshold. Overall, these results indicate a functional dissociation between two 
brain networks: the orbitofrontal cortex, which codes the subjective values related to the 
goal of the decision, and the ACC/anterior insula network, which codes the uncertainty 
on these values.

 Moreover, these results indicate that the same orbitofrontal cortex region codes dif-
ferent value-related signals and pinpoint a brain network composed of the ACC and the 
anterior insula that computes choice uncertainty.

6.8  Goal-value and decision-value signals
It is still unclear how many value-related signals are computed by the brain to make deci-
sions. The computational complexity of these signals, as well as their possible reducibility  
to canonical signals remain also poorly characterized. Two value signals that may be 
computed during decision making are goal-value and decision-value signals, which may 
be used to choose the option with highest benefit. Goal values measure the predicted 
amount of reward associated with the outcome generated by each of the actions under 
consideration. Decision values measure the net value of taking the different actions, that 
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Figure 6.7  (A) Design of the experiment. Participants were asked to freely make motivated choices 
between two types of rewards with varying reward probability. For example, the offer consisted in 
a choice between an option rewarded 75% of the time by fruit juice and by an option rewarded 
50% of the time by an erotic picture. The red part of the circle around each symbol indicates the 
reward probability. After a waiting period lasting 2-6 seconds, participants were probabilistically 
rewarded with juice or by viewing an erotic picture. (B) Estimation of the preference of each partici-
pant for drinking fruit juice over viewing erotic pictures was expressed as an equivalent offer by fit-
ting a logistic model of the probability of choice that included the probability of being rewarded by 
a drink, by a picture and by the trial number. The preference was computed as the ratio of the betas 
for the picture and the drink. The subjective distance between options was computed for each offer 
as the difference between the subjective value of the drink option and the subjective value of the 
picture option. (C) Response times decreased as the subjective value of the chosen option increased. 
(D) At the time of choice, the same orbitofrontal regions coding the subjective distance (yellow scale) 
between options also coded the subjective value of the chosen option (red). (E) At the time of the 
outcome, the error prediction signal varied in the same direction as the subjective difference between 
options: it decreased at the time of reward when juice was delivered compared to when it was not 
delivered (cold scale), and it increased when a picture was delivered compared to when is was not 
viewed (hot scale). See plate 5 of color plate section.
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is, the benefits minus the costs. In a recent fMRI study, goal value was computed by 
the willingness to pay for different food items, while decision values were computed by 
subtracting the price of the offered food items from the goal value [68]. These authors 
found that activity in the medial orbitofrontal cortex were correlated with goal values, 
that activity in the central orbitofrontal cortex correlated with decision values, and that 
activity in the ventral striatum correlated with prediction errors.

To conclude, the studies reviewed here indicate that the human orbitofrontal cortex is 
involved in processing a number of value signals, such as the subjective values of stimuli, 
but also contributes to processing signals related to the decision-making process itself, 
such as the distance between the subjective value of different options or the subjective dis-
tance of chosen option, thereby coding signals informing about what action to take next.

6.9  �Variation in dopamine genes influence reward processing
Both reward processing and decision making engage brain structures that lie on the 
ascending dopaminergic pathways. An important axis of current research is to study the 
brain influence of genes that affect dopaminergic transmission in order to clarify the bio-
logical mechanisms underlying interindividual differences and vulnerability to pathology 
related to the dysfunction of the dopaminergic system. Although there are clear individ-
ual genetic differences regarding susceptibility to and manifestation of these neuropsy-
chopathologies, the influence of genetic predispositions and variations on activation of 
the human reward system remains poorly understood. Recent neuroimaging and behav-
ioral studies have focused on the genetic variations of dopamine receptors, especially 
DRD2 and DRD4, and other genes coding for enzymes and transporters involved in 
the dopaminergic transmission, such as the catechol-O-methyltransferase (COMT) and 
the dopamine transporter (DAT). For example, polymorphisms in dopamine receptor 
(DRD4) and monoamine oxidase A (MAOA) genes showed significant associations with 
efficiency of handling conflict as measured by reaction time differences in an attention 
task and modulate ACC activation [69]. Moreover, the role of the DRD2 polymorphism 
in monitoring negative action outcomes and feedback-based learning was tested during 
a probabilistic learning task [70]. A1-allele carriers, with reduced dopamine D2 recep-
tor densities, showed lower posterior medial frontal cortex activity, involved in feedback 
monitoring, and learned to avoid actions with negative consequences less efficiently. 
The authors suggested that dopamine D2 receptor reduction seems to decrease sensitiv-
ity to negative action consequences, which may explain an increased risk of developing 
addictive behaviors in A1-allele carriers. Recent behavioral and computational modeling 
works also suggest independent gene effects (DARPP-32, DRD2, COMT) on reinforce-
ment learning parameters that contribute to reward and avoidance learning in humans. 
These findings support a neurocomputational dissociation between striatal and prefron-
tal dopaminergic mechanisms in reinforcement learning [71] (see also Chapter 19).

Two important proteins contribute to terminating the action of intrasynaptic dopamine 
in the brain: COMT, which catabolizes released dopamine, and the DAT, which plays a 
crucial role in determining the duration and amplitude of dopamine action by rapidly 
recapturing extracellular dopamine into presynaptic terminals after release. In humans, 
the COMT gene contains a common and evolutionarily recent functional polymor-
phism that codes for the substitution of valine (val) by methionine (met) at codon 158, 
referred to as Val158Met polymorphism. The COMT enzyme is involved in the metabolic  
degradation of catecholamines, converting dopamine into 3-methoxytyramine and nore-
pinephrine into normetanephrine. Because the COMT protein containing methionine is 
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relatively thermolabile, its activity is lower at body temperatures than the COMT valine 
protein, which is fully active at body temperature. Hence, individuals with two copies of 
the met allele (met/met) have 25–75% reduction in COMT enzyme activity, and therefore  
presumptively more baseline synaptic dopamine, compared to individuals with two cop-
ies of the val allele (val/val) [72,73].

The DAT1 gene (SLC6A3) includes 15 exons, with a variable number of tandem repeat 
(VNTR) polymorphisms in the 15th exon, a region encoding the transcript’s 3 UTR [74]. 
The 40-bp VNTR element is repeated between 3 and 13 times but in most of the population 
occurs with greatest frequency in the 9- and 10-repeat forms. The expression of the DAT1 
9-repeat allele is lower than the 10-repeat allele [75–77], although one study reported the 
opposite allelic associations [78]. Thus, the DAT1 10-repeat allele, associated with increased 
expression of the gene, presumably leads to relatively decreased extrasynaptic striatal 
dopamine levels. This is consistent with a human SPECT study reporting increased striatal 
DAT availability in 9-repeat carriers relative to 10-repeat carriers [79], although another 
study failed to support this [75]. Mice lacking the DAT1 gene show extensive adaptative 
changes in the dopaminergic system, the DAT controlling both the duration of extracellular 
dopamine signals and regulating presynaptic dopamine homeostasis [80].

Importantly, animal studies indicate differential functional localization of the COMT and 
DAT proteins. The COMT enzyme plays a particular role in modulating dopamine in the 
prefrontal cortex, where DAT1 expression is sparse [81,82]. COMT is expressed more abun-
dantly in cortical neurons than in the striatum [83], but it is unclear to what extent COMT 
modulates catecholamine function outside the cortex. Recent studies in COMT knockout 
mice suggest that COMT has little if any role in striatal DA levels [84]. In contrast, animal 
research and human postmortem studies indicate that the DAT1 is expressed abundantly in 
midbrain, striatum, and hippocampus but sparsely in the prefrontal cortex (PFC) [85,86].

In parallel with the fundamental fMRI results concerning prediction error mentioned 
before, fMRI studies in healthy young subjects have documented that distinct reward 
anticipation- and outcome-processing phases are associated with differential patterns of 
specific midbrain dopaminergic postsynaptic targets [20,32,87]. Specifically, anticipation 
of reward robustly activates foci in the ventral striatum [32,87], particularly during antic-
ipation of rewards with maximal uncertainty (i.e., reward probability  0.5) [20] while 
rewarded outcomes activate the lateral and orbital parts of the PFC [20,87]. Despite the 
direct involvement of the COMT and DAT proteins in dopamine transmission, the influ-
ences of COMT and DAT1 functional polymorphisms on distinct components of the 
reward system have not been as systematically explored as have been the domains of 
working and episodic memory [86,88,89].

We recently used event-related fMRI and a recently developed reward paradigm to 
directly investigate the relationship between COMT and DAT1 functional polymor-
phisms and the response of the reward system during anticipation of uncertain rewards 
and at the time of reward delivery, bridging the gap between basic molecular genetics, 
fundamental electrophysiological findings, and functional neuroimaging in humans [90].

The results revealed a main effect of COMT genotype in the ventral striatum and lat-
eral prefrontal cortex during reward anticipation and in the orbitofrontal cortex at the 
time of reward delivery, met/met individuals exhibiting the highest activation (Fig. 6.8).

The main effect of DAT1 genotype was seen in robust BOLD response differences in 
the caudate nucleus and ventral striatum during reward anticipation and in the lateral 
prefrontal cortex and midbrain at the time of reward delivery, with carriers of the DAT1 
9-repeat allele showing the highest activity. Moreover, an interaction between the COMT 
and DAT1 genes was found in the ventral striatum and lateral prefrontal cortex during 
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reward anticipation and in the lateral prefrontal and orbitofrontal cortices as well as in 
the midbrain at the time of reward delivery, with carriers of the DAT1 9-repeat allele and 
COMT met/met allele exhibiting the highest activation, presumably reflecting functional 
change consequent to higher synaptic dopamine availability.

One important insight provided by our data is a clear demonstration of interaction 
between the DAT1 and COMT genes that control a complex phenotype (activation of 
the reward system). This interaction likely reflects differences in dopaminergic level due 
to the combined effect of the COMT val/val and DAT1 10/10 alleles on elimination of 
DA in the fronto-striatal system. Interestingly, the effects on the BOLD signal of this pre-
sumed low DA level in val/val and 10-repeat alleles’ carriers differ both according to 
brain regions and task phases.

Figure 6.8  (A) Relationships between the effects of genetic variations and reward processing. 
Influence of the polymorphisms of the catecholamine-O-methyltransferase (COMT) (valine/valine; 
valine/methionine; methionine/methionine) and the dopamine transporter (DAT) (9/9&9/10; 10/10) 
on the reward system. (B) (Left) Main effect of COMT and DAT genotypes during anticipation of 
reward with maximal uncertainty. Negative relationship was observed between COMT val allele 
dosage (0_met/met, 1_val/met, or 2_val/val) and BOLD response in the ventral striatum, left superior 
PFC, and dorsolateral PFC during anticipation of reward with maximal uncertainty. More robust 
BOLD response was observed in 9-repeat carriers (including DAT1 9-repeat and 9/10) compared 
to 10-repeat individuals during reward anticipation in the bilateral ventral striatum. (Right) Main 
effect of COMT and DAT genotypes at the time of reward delivery. Negative relationship between 
COMT val allele dosage and orbitofrontal cortex activation at the time of reward delivery. Higher 
lateral prefrontal BOLD signal was observed in DAT1 9-repeat allele dosage compared to 10-repeat 
carriers at the time of reward delivery [90]. 
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These results indicate that genetically-influenced variations in dopamine transmission 
modulate the response of brain regions involved in anticipation and reception of rewards 
and suggest that these responses may contribute to individual differences in reward-seeking  
behavior and in predisposition to neuropsychiatric disorders.

A recent study used a guessing task to investigate how individual variation in COMT 
and DAT1 genes influences reward processing [91] (see also Chapters 16 and 17). In 
accordance with our results, this study reported that, during reward anticipation, the lat-
eral PFC and the ventral striatum activities were COMT genotype-dependent: subjects 
homozygous for the met allele showed larger responses in these brain regions compared 
with volunteers homozygous for the val allele. This effect was observed when averaging 
all probabilities and magnitudes against baseline, but no main effect of COMT genotype 
was observed on ventral striatal sensitivity to reward uncertainty. Moreover, no main 
effect of DAT1 genotype was reported on striatal activity during reward anticipation, 
despite the well-established abundancy of DAT in the striatum. A gene–gene interaction 
between COMT and DAT1 was observed in the ventral striatum when sorting genotypes 
from met/met DAT1 10-repeat allele to val/val 9-repeat allele, interpreted as consistent 
with the notion that basal dopaminergic tone, regulated by COMT, interacts with phasic 
dopamine release, regulated by the DAT. It is difficult to directly compare our findings 
to these results because COMT and DAT1 genotypes may both directly influence distinct 
components of the human reward system (COMT modulating the dorsolateral prefron-
tal cortex (DLPFC) and DAT the striatum) and differentially affect their neurofunctional 
balance in a task-dependent manner. Finally, because this previous study did not report 
effects of genotype on fMRI results at the time of reward delivery, it remains unclear 
whether distinct phases of this guessing task induce differential brain activity dependent 
upon COMT and DAT1 polymorphisms.

It should be noted that our fMRI results on COMT/DAT genotypes cannot establish 
the neurophysiological mechanisms underlying the relationship between dopamine release 
and BOLD signal increase [92]. However, our study directly links genotype-dependent 
synaptic dopamine availability with BOLD signal change in humans and suggests that 
higher BOLD signal at prefronto-striatal sites is associated with greater dopamine synap-
tic availability (i.e., lower DA elimination), in agreement with recent studies observing: 
(a) that in young adults there is a tight coupling between increased midbrain dopamine 
synthesis and reward-related increase BOLD signal in the PFC both during reward 
anticipation and at the time of reward delivery [93]; and (b) that in animals, injection 
of dopamine-releasing agents increases BOLD signal in mesolimbic regions (frontal cor-
tex, striatum, cingulate cortex) with a time course that parallels the changes observed by 
microdialysis measurements of striatal dopamine release [94].

6.10  Conclusions
Making choices requires processing of several value-related signals, such as prediction 
error, uncertainty, subjective value of different options and the distance between them, 
goal value, and decision value. In this review, we have described neuroimaging evidence 
showing the neural substrates of these different value signals. The integrity of the neu-
ral structures computing these value signals are crucial for efficient decision making  
and processing of reward information. Clinical areas of research in which the current 
knowledge on value-based decision making can be applied concern a variety of neu-
ropathologies, such as schizophrenia, Parkinson’s disease, pathological gambling, or drug 
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addiction. A better knowledge of the neural basis of goal values, decision values, and  
prediction errors is likely to advance our understanding of the impact that different types 
of neuropathologies have on reward and decision making. For example, a recent neu-
roimaging study relates dysfunctions in motivational salience and prediction error signal 
to explain the abnormal mental experience of psychosis. Patients with psychosis exhib-
ited abnormal physiological responses associated with reward prediction error in the 
dopaminergic midbrain, striatum, and limbic system, providing the first evidence linking 
abnormal mesolimbic activity, reward learning and psychosis [95] (see also Chapter 11). 
Future works should also investigate how genetically-influenced variations in different 
monoamine transmitters (dopamine, noradrenaline, serotonin), modulate the response of 
brain regions coding the various value signals involved in decision making outlined in 
this chapter.
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